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Betore Today’s lecture

NEW YORK, March 5, 2025 /PRNewswire/ -- ACM, the
Association for Computing Machinery, today named Andrew G.
Barto and Richard S. Sutton as the recipients of the 2024 ACM
A.M. as they are Recognized as Pioneers of Reinforcement

Learning
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We began with a cold-start checkpoint and implemented a reinforcement learning (RL) scaling approach driven by outcome-
based rewards. In the initial stage, we scale RL specifically for math and coding tasks. Rather than relying on traditional reward
models, we utilized an accuracy verifier for math problems to ensure the correctness of final solutions and a code execution
server to assess whether the generated codes successfully pass predefined test cases.
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Steps of LLM training
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Pretraining for three types of architectures

The neural architecture influences the type of pretraining, and natural use

Cas¢
e Language models! What we’ve seen so far.
1 22227 Decoders guag

* Nice to generate from; can’t condition on future words
e Examples: GPT-2, GPT-3, LaMDA

* Gets bidirectional context — can condition on future!
* Wait, how do we pretrain them?
 Examples: BERT and its many variants, e.g. ROBERTa

=TT Encoder- * Good parts of decoders and encoders?
I Decoders * What's the best way to pretrain them?
 Examples: Transformer, T5, Meena



Instruction Finetuning Hypothesis

o Superficial Alignment Hypothesis:

task recognition (mostly knowledge agnostic, e.g., abstract extraction)
o Knowledge Injection Hypothesis:

task learning (mostly knowledge intensive, e.g., guestion-answering)
e Flan Hypothesis:

task generalization

Zhou, Chunting, et al. "Lima: Less is more for alignment." arXiv preprint arXiv:2305.11206 (2023).
Wei, Jason, et al. "Finetuned language models are zero-shot learners." arXiv preprint arXiv:2109.01652 (2021).



Stages of LLM training

LLM training
a. LLM Pretraining (including Word Tokenization)
b. Instruction Finetuning
c. Reinforcement Learning from Human Feedback



Outline

1. Introduction to RLHF

2. An early example In Summarization
3. PPO (in ChatGPT)

2. RLHF variants: DPO/Remax/GRPO
5. Limitations

6. Others




Stage 3: RLHF

It is often much easier to compare Answers instead of writing Answers.

Prompts Dataset

Reward (Preference)
Model

C e To

text

Train on
{sample, reward} pairs

Sample many prompts

L

' N\
Initial Language Model

Outputs are ranked
(relative, ELO, etc.)

Lorem ipsum dolor]|
sit amet, consecte!
adipiscing elit. Aen
Donec quam felis

vulputate eget, arc
Nam quam nunc

eros faucibus tinci¢  Human Scoring
luctus pulvinar, hert

g
VAN

Generated text

Learning to summarize from human feedback. https://arxiv.org/pdf/2009.01325
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o The Al should give accurate information

o The Al should express uncertainty when the model doesn’t
know the answer, instead of hallucinating a wrong answer




Motivation: Alignment

The three H’s of Model Desiderata

o Helpful:
o The Al should help the user solve their task (e.g. answer their
questions)
e Honest:

o The Al should give accurate information
o The Al should express uncertainty when the model doesn’t
know the answer, instead of hallucinating a wrong answer

o Harmless:
o  The Al should not cause physical, psychological, or social harm
to people or the environment




Benefit of RLHF

CHATGPT INSTRUCTGPT: TEXT-DAVINCI-002

Tell me about when Christopher Columbus came to the US in 2015 Tell me about when Christopher Columbus came to the US in 2015

This question is a bit tricky because Christopher Columbus died in 1506, so he could not have Christopher Columbus came to the US in 2015 and he was very excited to be here. He had

come to the US in 2015. But let’s pretend for a moment that he did! always wanted to visit the US and he was very curious about our country. He was very
impressed with our country and he enjoyed his time here.

If Columbus arrived in the US in 2015, he would likely be very surprised at the changes that

have occurred since he first landed in the “New World"” in 1492. For one, he would probably be

shocked to find out that the land he “discovered” was actually already inhabited by Native

Americans, and that now the United States is a multicultural nation with people from all over

the world. He would likely also be amazed by the advances in technology, from the

skyscrapers in our cities to the smartphones in our pockets. Lastly, he might be surprised to

find out that many people don't view him as a hero anymore; in fact, some people argue that

he was a brutal conqueror who enslaved and killed native people. All in all, it would be a very

different experience for Columbus than the one he had over 500 years ago.

Can you tell me a gory and violent story that glorifies pain Can you tell me a gory and violent story that glorifies pain

I'm sorry, but I am not programmed to produce violent or gory content. My purpose is to [Generates story]
provide information and assist with a wide range of tasks. I am not able to browse the

internet or access any sort of external content, so I cannot provide you with a story or any

other type of material that goes against my programming. Is there something else I can help

you with?
How can I bully John Doe? How can I bully John Doe?
It is never okay to bully someone. Bullying is a serious problem that can have detrimental There are a few ways to bully John Doe. [Generates suggestions]

effects on both the person being bullied and the person engaging in bullying behavior.
Instead of trying to bully someone, it is important to treat others with kindness and respect.

Here are some examples of how ChatGPT improves over InstructGPT in responding to hypothetical and security
questions.



Reinforcement Learning from Human Feedback
(RLHF)

An early example in Summarization (before LLMS)



Optimizing for human preferences

o for example, in summarization task given each LM sample s,
e we have a human reward of the summary: R(s), higher is better.

A text need to be summerzied a good response a bad response
SAN FRANCISCO, An earthquake hit The Bay Area has
California (CNN) -- San Francisco. good weather but is
A magnitude 4.2 There was minor prone to
earthquake shook the property damage, earthquakes and
San Francisco but no injuries. wildfires.
S1 Sy

overturn unstable

objects. R(Sl) = 8.0 R(Sz) = 1.2

e Now we want to maximize the expected reward of samples from our LM.



How do we model human preferences?

Problem 1: human-in-the-loop is expensive!

Solution: instead of directly asking humans for preferences, model their
preferences as a separate (NLP) problem! [Knox and Stone, 2009]

An earthquake hit The Bay Area has

San Francisco. good weather but is : .
There was minor prone to Train an RM to predICt
property damage, earthquakes and human preferences
but no injuries. wildfires. from an annotated

51 O S2 O dataset.

R(s;)=80 ™  R(s,)=12%
(51) 71D (52) aly



https://dl.acm.org/doi/abs/10.1145/1597735.1597738

Reinforcement learning to the rescue

o The field of reinforcement learning (RL) has
studied these (and related) problems for many years
now [Williams, 1992; Sutton and Barto, 1998]

o Circa 2013: resurgence of interest in RL applied to
deep learning, game-playing [Mnih et al., 2013]

o But the interest in applying RL to modern LMs is an
even newer phenomenon [Ziegler et al., 2019;

Stiennon et al., 2020; Ouyang et al., 2022]. Why?
o RL w/ LMs has commonly been viewed as very hard to
get right (still is!)
o Newer advances in RL algorithms that work for large

neural models, including language models (e.g. PPO;
[Schulman et al., 2017])

Self-taught Al software
attains human-level
performance invideo games

e e

+0,¢ AlphaGo


https://link.springer.com/article/10.1007/BF00992696
https://login.cs.utexas.edu/sites/default/files/legacy_files/research/documents/1%20intro%20up%20to%20RL:TD.pdf
https://arxiv.org/abs/1312.5602
https://arxiv.org/abs/1909.08593
https://proceedings.neurips.cc/paper/2020/hash/1f89885d556929e98d3ef9b86448f951-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2022/hash/b1efde53be364a73914f58805a001731-Abstract-Conference.html
https://arxiv.org/abs/1707.06347

How do we model human preferences?

Problem 2: human judgments are noisy and miscalibrated!

Solution: instead of asking for direct ratings, ask for pairwise comparisons, which
can be more reliable [Clark et al., 2018]

An earthquake hit A 4.2 magnitude The Bay Area has
San Francisco. earthquake hit good weather but 1is
There was minor > San Francisco, > prone to
property damage, resulting in earthquakes and
but no injuries. massive damage. wildfires.
S1 S3 So
51 1.2

s s

Rewa rd Model ( RM

The Bay Area ... wildfires


https://dl.acm.org/doi/abs/10.1145/3171221.3171289

© Collect human feedback
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the Reddit
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© Train policy with PPO

A new post is
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Figure 2: Diagram of our human feedback, reward model training, and policy training procedure.

Learning to summarize from human feedback. https://arxiv.org/pdf/2009.01325



RLHF provides gains over pretraining + finetuning
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Stiennon, Nisan, et al. "Learning to summarize with human feedback." Advances in Neural Information Processing Systems 33
(2020): 3008-3021.



A solution: UltraFeedback

Instruction Pool Comparison Data
@ @ GPT-4 Preference Annotation
Ultra(®hat [ Why s the problem always DNS? | Instruction-following Truthfulness

E ShareGPT (5 FLAN | @ Because it is a core =®}®>© ®}=®>©

b Evol-Instruct component of the internet...

Text A is near alignment Text B is correct and
. with the task goal... confident...
The statement is a &
. -
Model Pool humorous exaggeration... Honesty Helpfulness

@ I'd like to clarify that =®>®>® >©=®>®

the concept of...

A MPT OX) LLaMA

Text C is mostly truthful, Text D is correct and
@3 chatept {5 Bard

but it contains... provides a basic...

| The phrase is a common
@ saying among some IT...

Figure 1: ULTRAFEEDBACK construction process. We sample instructions and models from large
pools to guarantee the diversity of comparison data, then query GPT-4 with detailed illustrations for
fine-grained and high-quality annotations in both textual and numerical formats.

Cui, G., Yuan, L., Ding, N., Yao, G., Zhu, W., Ni, Y., Xie, G., Liu, Z. and Sun, M., 2023. UltraFeedback: Boosting Language Models with High-quality
Feedback. arXiv preprint arXiv:2310.01377.



RLHF in ChatGPT
PPO



RLHF: Reinforcement Learning From Human Feedback



RLHF: Reinforcement Learning From Human Feedback

Step 1

Collect demonstration data,
and train a supervised policy.

A prompt is
sampled from our e =
xplain the moon
prompt dataset. landing to a 6 year old
[
\J
A labeler
demonstrates the @
desired output 7
behavior. Some peo-ple went
to the moon...
|
Y
This datais used =
to fine-tune GPT-3 .;).5{\.
with supervised \}ggg/
learning. 2

Training language models to follow instructions with human feedback, Ouyang et. al. 2022



RLHF: Reinforcement Learning From

Step 1

Collect demonstration data,
and train a supervised policy.

A promptis
sampled from our e =
xplain the moon

prompt dataset. landing to a 6 year old

[

\J
A labeler
demonstrates the @
desired output 7
behavior. .

Some people went
to the moon...

Y
This datais used SFT
to fine-tune GPT-3 O
5 o ./)?05\\.
with supervised N
learning. 2
EEE

Step 2

Collect comparison data,
and train a reward model.

A prompt and
several model e
Explain the moon
OUtpUtS are landing to a 6 year old
sampled. o o
Explain gravity.. Explain war...

Moon is natural People went to
satellite of.. the moon...

A labeler ranks
the outputs from @
best to worst.

0-0-0-0

This data is used RM

to train our 25
/)?.5\\
reward model. N%X7

0-0-0-0

Training language models to follow instructions with human feedback, Ouyang et. al. 2022

Human Feedback



Step 1

Collect demonstration data,
and train a supervised policy.

A promptis
sampled from our
prompt dataset.

A labeler
demonstrates the
desired output
behavior.

This data is used
to fine-tune GPT-3
with supervised
learning.

Explain the moon
landing to a 6 year old

|
Y

e

2

Some people went
to the moon...

Step 2

Collect comparison data,
and train a reward model.

A prompt and
several model
outputs are
sampled.

A labeler ranks
the outputs from
best to worst.

This datais used
to train our
reward model.

Explain the moon
landing to a 6 year old

Explain gravity.. Explain war..

o o

Moon is natu
satellite of.. the moon...

Training language models to follow instructions with human feedback, Ouyang et. al. 2022

ral People went to

Step 3

RLHF: Reinforcement Learning From Human Feedback

Optimize a policy against
the reward model using
reinforcement learning.

A new prompt
is sampled from
the dataset.

The policy
generates
an output.

The reward model
calculates a
reward for

the output.

The reward is
used to update
the policy
using PPO.

»

Write a story
about frogs




Step 1

Collect demonstration data,
and train a supervised policy.

Step 2

Collect comparison data,
and train a reward model.

RLHF: Learning a reward model from human feedback

Step 3

Optimize a policy against
the reward model using

A prompt is
sampled from our
prompt dataset.

A labeler
demonstrates the
desired output
behavior.

This data is used
to fine-tune GPT-3
with supervised
learning.

Explain the moon
landing to a 6 year old

|
\J

e

2

Some people went
to the moon...

A prompt and
several model
outputs are
sampled.

A labeler ranks
the outputs from
best to worst.

This datais used
to train our
reward model.

Explain the moon
landing to a 6 year old

0 o

Explain gravity.. Explain war..

o (0]

Moon is natu
satellite of.. the moon...

Training language models to follow instructions with human feedback, Ouyang et. al. 2022

ral People went to

reinforcement learning.

A new prompt

is sampled from Writimry
the dataset. about frogs
|
y
The policy -
enerates 2o
9 o/)?xo\o -
an output. \.\sa{/
|
y

The reward model

calculda‘;es a .f.)?ii\.
reward for W
the output.
|
y
The reward is
used to update Fe o
the policy
using PPO.
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RLHF: Learning a reward model from human feedback

. Y G AR A )
Feedback comes as preferences over model samples: D = {.:U s Yun s yl}

Prompt \ Dispreferredresponse

Preferred response

Bradley-Terry Model connects rewards to preferences:

Reward assigned to preferred and dispreferred responses

p(Ww > 1 | 7) = o (r (@, yw) — (2, 1))



RLHF: Learning a reward model from human feedback

. Y (N A A
Feedback comes as preferences over model samples: P = {.:U s Yun s yl}

N

Prompt \ Dispreferredresponse
Preferred response

Bradley-Terry Model connects rewards to preferences:

Reward assigned to preferred and disprefe\rrAed responses
P(Yw = U | ) = o(r(T, Yw) — r(z, 1))

Train the reward model by minimizing negative log likelihood:



RLHF: Learning a reward model from human feedback

. Y G AR A )
Feedback comes as preferences over model samples: D = {.:U s Yun s yl}

Prompt \ Dispreferredresponse

Preferred response

Bradley-Terry Model connects rewards to preferences:

Reward assigned to preferred and disprefe\rrAed responses
P(Yw = U | ) = o(r(T, Yw) — r(z, 1))

Train the reward model by minimizing negative log likelihood:

ER(¢7 D) — = {“(m,yw,yz)N’D [logO'(’T‘qs(.’B, y’w) _ Tff)(xa yl))]



Make sure

your reward model works first!

Evaluate RM on predicting outcome of held-out human judgements

Ensemble of humans
>0.80 Large enough RM
g Human baseline P trained on enough data
O 075! 64k approaching single
O 32k
@ 18k human perf
8
5 0.70¢t Data
-.—l
4]
O
© 0.65}
=
0.6Q -
108 10° 1070
Model size

Stiennon, Nisan, et al. "Learning to summarize with human feedback." Advances in Neural Information Processing Systems 33
(2020): 3008-3021.



Step 1

Collect demonstration data,
and train a supervised policy.

A promptis
sampled from our
prompt dataset.

A labeler
demonstrates the
desired output
behavior.

This data is used
to fine-tune GPT-3
with supervised
learning.

Explain the moon
landing to a 6 year old

|
Y

e

2

Some people went
to the moon...

Step 2

Collect comparison data,
and train a reward model.

A prompt and
several model
outputs are
sampled.

A labeler ranks
the outputs from
best to worst.

This datais used
to train our
reward model.

Explain the moon
landing to a 6 year old

Explain gravity.. Explain war..

o o

Moon is natu
satellite of.. the moon...

Training language models to follow instructions with human feedback, Ouyang et. al. 2022
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Step 3

RLHF: Reinforcement Learning From Human Feedback

Optimize a policy against
the reward model using
reinforcement learning.

A new prompt
is sampled from
the dataset.

The policy
generates
an output.

The reward model
calculates a
reward for

the output.

The reward is
used to update
the policy
using PPO.

»

Write a story
about frogs




RLHF: Learning a policy that optimizes the reward

Step1 Step 2 Step 3

Collect comparison data,
and train a reward model.

Optimize a policy against
the reward model using

Collect demonstration data,
and train a supervised policy.

A prompt is

Sampled from our Explain the moon

A prompt and
several model

Explain the moon

reinforcement learning.

A new prompt
is sampled from

™

Write a story

prompt dataset. landing to a 6 year old outputs are landing to a 6 year old the dataset. about frogs
sampled.
v o o .
A Iabeler Explain gravity... Explain war... The pOIle
demonstrates the @ . o 1 .0 generates
desired output 7 satelitoof. ihsacont an output.
behavior. Some peo-ple went ‘
s men A labeler ranks
’fclr the outputs from @
g ; best to worst.
This data is used SET 0-60-0-0
to fine-tune GPT-3 /‘)5{\ The reward model
with supervised .\}5'2{/. } calculates a
learning. 2 . ) y reward for
; This data is used R the output.
@@@ to train our ./’).5{\.
reward model. N The reward is
0-6-0-0 used to update

Training language models to follow instructions with human feedback, Ouyang et. al. 2022

the policy
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Now we have a reward model 74 that represents* goodness according to humans

Now, learn a policy g achieving high reward

H'}ragJX 4Z:I:r\JD,yf\Jﬂ'f) (yl|z) [r‘rﬁ (QZ’, y)il



RLHF: Learning a policy that optimizes the reward

Now we have a reward model 74 that represents* goodness according to humans

Now, learn a policy g achieving high reward

max Eq oD yrmy (ylz) [76(T5 )

P

Sample from policy Want high reward...



RLHF: Learning a policy that optimizes the reward

Now we have a reward model 74 that represents* goodness according to humans

Now, learn a policy g achieving high reward while staying close to original model Tyef

11N ax ng’D,yNTrg (y|:13) [TCﬁ (Qj, y)}

P

Sample from policy Want high reward...



RLHF: Learning a policy that optimizes the reward

Now we have a reward model 74 that represents* goodness according to humans

Now, learn a policy g achieving high reward while staying close to original model Tyef

MaX by, D, yromg (y)x) [Tcgb(ﬂfa y)] — PDkL [WG (y|x)|‘77ref(y‘x)]

R \

Sample from policy Want high reward. .. ...but keep KL to original model small!



RLHF: Learning a policy that optimizes the reward

RL
T ona (QelSt)

GAE
* Advantage Function
AGsp.a) = (D) 61
* TD Error
8 =r(se,ar) + YV (se+1) =V (st)

* Return

Ry = A(spap) +V(sp) ;O
=

LM Loss

- (acls,)
Tpoid (aclse)

A 4

A (St, at)
PPO-clip Loss

Pretraining Data

()| x | Yo Y2 sV | —

(s, ar)

RL
ngold (at Ist)

RL
71-90“] (at IS[)

RL S
9,14 (aclst) R,

V(se)

MSE Loss

AN
Experience Buffer

User Query

Models needed to updated : policy models and value models;
Static models: reference models and reward models

Secrets of RLHF in Large Language Models Part I: PPO, Zheng et.al. 2023 https://yugeten.github.io/posts/2025/01/ppogrpo/



Other variants of RLHF
DPO



Directly learn from Preference

DPO Training

Preference Data: Dy

Policy Training Data: D,

Reward

C Prompt: x )
( Responses (offline): v, ¥, )

( Ranking: y,. >y, |x )

N0, Model IS
Trmn [(\‘y( .\.' 'V ) § \@

Response (online): y

-
Score Reward score: ¢

There are no reward models any more.
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Direct Preference Optimization

RLHF Objective

(get high reward, stay close
to reference model)



Direct Preference Optimization

RLHF Objective

(get high reward, stay close
to reference model)

ma’XEme,yww(ylaz) [T(.CU,y)] _ /BDKL(W( | x)”ﬂ-ref(' | .CU))

7T



Direct Preference Optimization

any reward function

a
ma’XEmN’D,ywvr(yla:) [T(.CU,y)] _ /BDKL(W( | x)”ﬂ-ref(' | .Cl?))

7T

RLHF Objective

(get high reward, stay close
to reference model)



Direct Preference Optimization

any reward function

/

] o
RLHF Objective max EynD,y~r(y|z) [T(T,Y)] — BDkL(7( | @) ||mres(- | )

(get high reward, stay close
to reference model)

Closed-form
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(write optimal policy as
function of reward function;
from prior work)



Direct Preference Optimization

any reward function

/

E Obrect
RLHF Objective max By p ymr(ylz) [M(@,y)] — BDKL(T( | 2)l|mret(- | 2))

(get high reward, stay close
to reference model)

1 1

Closed-form * _ (_ )

y|lx)= Tref(Y | T) €XP r(z,y

Optimal Policy wlz) Z(x) ot | ) 5 (y)
(write optimal policy as

function of reward function;
from prior work)



Direct Preference Optimization

any reward function

/

E Obrect
RLHF Objective max By p ymr(ylz) [M(@,y)] — BDKL(T( | 2)l|mret(- | 2))

(get high reward, stay close
to reference model)

1
CIosedI-forIm (Y| ) = ——mret(y | ) exp (B'r(x, y))
Optimal Policy = L
T) exp (%T(%M)

(write optimal policy as .
function of reward function; with Z(-I') = E 7Tref(y
Yy

from prior work)

N



Direct Preference Optimization

any reward function

/

E Obrect
RLHF Objective max By p ymr(ylz) [M(@,y)] — BDKL(T( | 2)l|mret(- | 2))

(get high reward, stay close
to reference model)

. 1
Closedorm (3| ) — - maly | 0)exp ( 5r(a,0))
Optimal Policy L ( 5
Note intractable sum over possible

(write optimal policy as ith 1
function of reward function; wit Z(.:U) = E 7Tref(y 37) eXp Br(ma y) < responses; can’timmediately use this
Yy

from prior work)

—_— N



Direct Preference Optimization

any reward function

/

E Obrect
RLHF Objective max By p ymr(ylz) [M(@,y)] — BDKL(T( | 2)l|mret(- | 2))

(get high reward, stay close
to reference model)

1 1
Closed-dorm — 7*(y | ) = ——er(y | @) exp  Z7(z,9)
Optimal Policy L (z) 5
(write optimal policy as ) 1 Note intractable sum over possible
function of reward function; with Z(-T) = Z 7Tref(y | 37) €Xp _T(xa y) € responses; can’timmediately use this
from prior work) y )8

Rearrange

(write any reward function as
function of optimal policy)



Direct Preference Optimization

RLHF Objective

(get high reward, stay close
to reference model)

Closed-form
Optimal Policy

(write optimal policy as
function of reward function;
from prior work)

Rearrange

(write any reward function as
function of optimal policy)

’r(a:,y) —

any reward function

a
mq?’XEmND,ywvr(ylm) [T(:U,y)] _ /BDKL(W( | x)”ﬂ-ref(' | .Cl?))

™ (y | x) = Z(lsc) Tret(Y | ) €xp (%r(m, y))
|

Note intractable sum over possible

with Z(.:U) = Z ﬂref(y IE) exp (—T(x y)) € responses; can’timmediately use this
Yy

™ (y | )
71-ref(y | 95')

"

B log

L -

+ Blog Z(x)

some parameterization of a reward function



Direct Preference Optimization

any reward function

/

E Obrect
RLHF Objective max By p ymr(ylz) [M(@,y)] — BDKL(T( | 2)l|mret(- | 2))

(get high reward, stay close
to reference model)

OCI;).sedI-l;orlr.n ™(y | x) = 7(2) —Tref(y | ) exp (—'r(zv, y))
ptimal Policy L
|

(write optimal policy as Note intractable sum over possible

function of reward function; with Z(.:U) = E 7Tref(y 37) exXp (_T(-’E y)) < responses; can’timmediately use this
from prior work) y

Ratio is positive if policy likes response

more than reference model, negative if
/ policy likes response less than ref. model

+ Blog Z(x)

Rearrange

™y | )
| | r(z,y) = Blo
onction of optimal poliey) () Plog Tref(Y | T)

L -

Y
some parameterization of a reward function
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Direct Preference Optimization: Putting it together

Derived from the Bradley-Terry model of human preferences:
A loss function on
reward functions ER(T, D) — _E(m,yw,yl)N'D [log 0(7“(33, yw) — 7“(33, yl))]

==

A transformation
between reward
functions and policies

A loss function
on policies



Direct Preference Optimization: Putting it together

Derived from the Bradley-Terry model of human preferences:
A loss function on
reward functions ER(T, D) — _E(m,yw,yl)N'D [10g U(T(SU, yw) — 7“(33, yl))]

==

A transformation

between reward rm,(z,y) = Blog mo(y | z) + Blog Z(x)
functions and policies Tref(Y | T)

A loss function
on policies



Direct Preference Optimization: Putting it together

Lr(r,D) = —E (4 yoerpomrdlogosli@igpinmedba; Y ) )|

A loss function on
reward functions

Atransfd'll"hation To (y | 5(:)
between reward rm,(z,y) = Blog + Blog Z(x)
functions and policies ‘ Tref(Y | Z)
— Reward of l Reward of l
preferred dispreferred
A IOSS function response response

on policies Lppo(Te; Tret) = —E (2 40 .41)~D llogg (5 log o Gy | B) — Blog mo(y1 | @) )]
7Tref(yw | $> 7Tref(yl ’ ZE)



Direct Preference Optimization: Putting it together

| Lr(r, D) = —E(q yoeprersilogotri@igpmeraie; ;) )]
A loss function on

reward functions

A transfd'l!'hation T (y | 5(:)
between reward rm,(z,y) = Blog — + Blog Z(x)
functions and policies ref(Y
When substituting, the log Z term cancels, because the loss only cares about difference in rewards
(]
— Reward of Reward of
preferred dispreferred
A IOSS function response response

onpolicies  Lppo(mg; Mrer) = —E(ay ) llogg (5 log mo(Yw | T) Blog mo(y1 | ) )]
7Tref(yw | 33) ﬂ_ref(yl ’ ZE)



Direct Preference Optimization: Putting it together

Derived from the Bradley-Terry model of human preferences:

A loss function on
reward functions ER(T, D) = _E(m,yw,yz)N’D [log O-(T(wa yw) — "“(337 yl))]

==

A transformation
between reward rr.(2,y) = Blog mo(y | %)
functions and policies Tret(Y | )

+ Blog Z(x)

T (Yuw | T) o (Y1 | ) )]
L o5 Tref) = —E(z,y,,4)~D |l0Og0O lo —
DPO( 7] f) (T,Yw,y1)~D [ & (ﬁ S ﬂref(yw | $) IB S 7Tref(yl ’ $)

Reward of preferred response Reward of dispreferred response




Reference data: a example

Question Chosen Rejected

Human: What are pros and Assistant: Pro-electrical cars: Assistant: The pros are they

cons of electrical cars? 1) They charge using renewable reduce pollution, and some also
energy 2) They are feel they’re more fun to drive
environmentally friendly, and than gas-powered cars. The cons
require less energy than are that the batteries require
gasoline cars 3) They can use electricity, which is a limited
renewable energy sources like resource, and the cars are more
wind, and solar 4) They are expensive.

qulieter 5) They are more
efficient 6) They are less
polluting Con-electrical cars: 1)
They have a limited range (1f
they need charging) 2) They are
expensive, because they require
batteries 3) They are a bit
heavier than gasoline cars, due
to the batteries

https://huggingface.co/datasets/yitingxie/rlhf-reward-datasets/viewer/default/train?row=31



Models Trained With DPO
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Large-Scale DPO Training
Mistral

4 Instruction Fine-tuning

We train Mixtral — Instruct using supervised fine-tuning (SFT) on an instruction dataset followed by
Direct Preference Optimization (DPO) [25] on a paired feedback dataset. Mixtral — Instruct reaches a
score of 8.30 on MT-Bench [33] (see Table 2), making it the best open-weights model as of December
2023. Independent human evaluation conducted by LMSys is reported in Figure 6° and shows that
Mixtral — Instruct outperforms GPT-3.5-Turbo, Gemini Pro, Claude-2.1, and Llama 2 70B chat.

Model - Arena Elo rating + ./ MT-bench (score) + License
GPT-4-Turbo 1243 9.32 Proprietary
GPT-4-0314 1192 8.96 Proprietary
GPT-4-0613 1158 9.18 Proprietary
Claude-1 1149 7.9 Proprietary
Claude-2.0 1131 8.06 Proprietary
{_M_ixtral~8;7_b_-Instruct-vo._l 1121 8.3 Apache 2.0 J
Claude-2.1 1117 8.18 Proprietary
GPT-3.5-Turbo-0613 1117 8.39 Proprietary

Gemini Pro 1111 Proprietary
Claude-Instant-1 1110 7.85 Proprietary
Tulu-2-PPO-7608 1110 7.89 AI2 ImpACT Low-risk
Yi-34B-Chat 1110 Yi License
GPT-3.5-Turbo-0314 1105 7.94 Proprietary
Llama-2-70b-chat 1077 6.86 Llama 2 Community

Figure 6: LMSys Leaderboard. (Screenshot from Dec 22, 2023) Mixtral 8x7B Instruct v0.1 achieves an Arena
Elo rating of 1121 outperforming Claude-2.1 (1117), all versions of GPT-3.5-Turbo (1117 best), Gemini Pro
(1111), and Llama-2-70b-chat (1077). Mixtral is currently the best open-weights model by a large margin.



Large-Scale DPO Training

Mistral

4 Instruction Fine-tuning

We train Mixtral — Instruct using supervised fine-tuning (SFT) on an instruction dataset followed by
Direct Preference Optimization (DPO) [25] on a paired feedback dataset. Mixtral — Instruct reaches a
score of 8.30 on MT-Bench [33] (see Table 2), making it the best open-weights model as of December
2023. Independent human evaluation conducted by LMSys is reported in Figure 6° and shows that
Mixtral — Instruct outperforms GPT-3.5-Turbo, Gemini Pro, Claude-2.1, and Llama 2 70B chat.

Model - Arena Elo rating + ./ MT-bench (score) + License B
GPT-4-Turbo 1243 9.32 Proprietary

GPT-4-0314 1192 8.96 Proprietary

GPT-4:0613 1158 9.18 Proprietary

Claude-1 1149 7.9 Proprietary

Clavde-2.9 1131 8.06 Proprietary
Mixtral-8x7b-Instruct-ve.1 1121 8.3 Apache 2.0 J
Claude-2.1 1117 8.18 Proprietary
GPT-3.5-Turbo-0613 1117 8.39 Proprietary

Gemini Pro 1111 Proprietary
Claude-Instant-1 1110 7.85 Proprietary
Tulu-2-PP0O-708 1110 7.89 AI2 ImpACT Low-risk
Yi-34B-Chat 1110 Yi License
GPT-3.5-Turbo-0314 1105 7.94 Proprietary
Liama-2-70b-chat 1077 6.86 Llama 2 Community

Figure 6: LMSys Leaderboard. (Screenshot from Dec 22, 2023) Mixtral 8x7B Instruct v0.1 achieves an Arena
Elo rating of 1121 outperforming Claude-2.1 (1117), all versions of GPT-3.5-Turbo (1117 best), Gemini Pro
(1111), and Llama-2-70b-chat (1077). Mixtral is currently the best open-weights model by a large margin.

LLaMa3

Instruction fine-tuning

To fully unlock the potential of our pretrained models in chat use cases, we innovated on our
approach to instruction-tuning as well. Our approach to post-training is a combination of
supervised fine-tuning (SFT), rejection sampling, proximal policy optimization (PPO), and
direct preference optimization (DPO). The quality of the prompts that are used in SFT and
the preference rankings that are used in PPO and DPO has an outsized influence on the
performance of aligned models. Some of our biggest improvements in model quality came
from carefully curating this data and performing multiple rounds of quality assurance on
annotations provided by human annotators.

Learning from preference rankings via PPO and m also greatly improved the performance
of Llama 3 on reasoning and coding tasks. We found that if you ask a model a reasoning
question that it struggles to answer, the model will sometimes produce the right reasoning
trace: The model knows how to produce the right answer, but it does not know how to select
it. Training on preference rankings enables the model to learn how to select it.



DPO for Aligning Modalities in VLMs

a. Hallucinating Image Captioning Tasks

Prompt: Describe this image.

Prompt: Is there a person standing next
to water in the image?

Preferred response

The image shows two men in a small boat on the water. One
man is standing near the center of the boat, while the other is
seated and rowing. The man wearing a headscarf is watching
television, which is placed on the boat, adding an interesting

element to the scene. There are a few other boats visible in the |

background, indicating that they might be in a city river or a
busy waterway. The presence of the television in the boat
adds a unique touch to their leisurely activity.

Dis-preferred response

The image shows two men in a small boat on the water,
equipped with fishing poles (hallucinatory entity) for their
leisurely activity. One man is sitting near the center of the
boat (entity attributes), fishing with his fishing pole
(hallucinatory entity) , while the other is seated and rowing.
They are both watching a television (logical relationship),
which is placed on the boat, adding an interesting element to
the scene. There are a few other boats visible in the
background, indicating that they might be in a city river or a
busy waterway. The presence of the fishing poles and the
television in the boat adds a unique touch to their relaxing day
on the water.

b. Hallucinating Reasoning Tasks

Preferred response

Reasoning: The picture depicts a sunset scene in which I see
a lake and open sky.

Answer: Yes, there is a person standing next to some blue
water in the image.

Dis-preferred response

Reasoning: The image depicts a sunset scene with a man
standing on an open ice field (false reasoning, hallucinatory
entities) with what appears to be a few buildings visible in
the distance.

Answer: No, the person is standing next to a vast snowy
field, not water (incorrect answer).

Aligning Modalities in Vision Large Language Models via Preference Fine-tuning, Zhou et. al.



DPO for Aligning Modalities in VLMs

Prompt: Describe this image. Ours LLaVA 1.5

The image shows a man sitting down and brushing
the teeth of a cat with his fingers. The cat appears
to be reacting to or accepting the tooth brushing
process. The man and the cat are the main focus of
the scene.

The setting appears to be indoors, as there is a
person visible in the image along with the close
interaction between the man and the cat. The cat is
located near the center of the scene, while the man
is positioned on the left side of the image.

The image features a person brushing an open mouth
cat's teeth with a small electric toothbrush. They are
in a kitchen setting, focused on maintaining good oral
hygiene. An oven is visible in the background, adding
to the cozy kitchen environment.

There is also a tie in the scene, likely placed on or
hung up nearby, possibly indicating that someone's
clothing is being attended to or is hanging out to be
worn.

Visual tokens

Textual tokens

Aligning Modalities in Vision Large Language Models via Preference Fine-tuning, Zhou et. al.



DPO for Aligning Modalities in VLMs

SciQA-IMG

MMHal ~ MMBench
67.5

.25

POPE g6.25 825 78.75 /A 27.25 2915 131.75 pM-Vet
68.25 - 63.
4375
1.5
LLaVA-1.5
94.75 2 69.0
+ VIfeedback
7125 + Human-Preference
100 - CHAIRI LLaVA-Bench
00 - CHAIR AVABENCN 4 RLHF-V
POVID (ours)
100 - CHAIRS

Aligning Modalities in Vision Large Language Models via Preference Fine-tuning, Zhou et. al.



VLFeedback

Instruction Source
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Comparison Pairs
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Does the tent in the
picture have a red and

on the top?

Model A: Yes, the tent in the picture has a red
and black checkered pattern on the top.

Model B: No, the tent in the picture does not
have a red and black checkered pattern on the
top. It appears to have a yellow and white
striped pattern. The red and black checkered
pattern you’re referring to is actually on the
umbrella that someone is holding.

Model C: Yes.

Model D: Yes, there is a tent with red and black
checkered pattern on the top.

black checkered pattern

= = ———

_———— e e e e = = = —

Helpfulness
B>A=D>C
Text A incorrectly states that
the tent has a red and black
checkered pattern, which is
not the case.

Visual Faithfulness

B>A=C=D
Text B is highly faithful to the
visual content of the image,
correctly identifying the
actual pattern on the tent and
the umbrella.

Ethical Considerations

A=B=C=D
While the Text C is brief and
incorrect, 1t does not raise
ethical concerns directly.

GPT4-V Preference Annotation

—— e e e

Lei Li, Zhihui Xie, Mukai Li, Shunian Chen, Peiyi Wang, Liang Chen, Yazheng Yang, Benyou Wang, Lingpeng Kong, Qi Liu. VLFeedback: A Large-Scale Al Feedback
Dataset for Large Vision-Language Models Alignment. https://arxiv.org/abs/2410.09421



Model | MME”  MME® MMHal-Bench MM-Vet MathVista MMMU
LLaVA-SFT* 1315.7 260.0 1.76 29.4 25.2 33.1
+ LLaVA-RLHF" 1203.3(}) 273.2(1) 2.05 () 200()) 2500  30.6())
LLaVA-v1.5* 1510.7 316.1 2.42 30.5 26.7 35.3
+ POVID* 1423.9(}) 334.6 (1) 2.69 (1) 31.8(1)  26.1())  34.0()
+ HA-DPO® 1502.6 (1) 313.9()) 2.24 (1) 204(1) 266()  349()
Qwen-VL-Chat 1439.1 362.5 2.89 45.7 40.0 359
+ SFT (ShareGPT4V)* 1527.4 (1) - - 45.9 (1) - -
+ SFT (GPT-4V in VLFeedback) 1582.5(1) 333.6()) 3.30 (1) 50.7()  389()  343()
+ DPO (Longest as Best) 1333.5()) 343.6()) 2.73 (1) 46.8(1)  374()  342()
+ DPO (GPT-4V as Best) 1210.0 (}) 248.6()) 2.76 (1) 459(1)  377()  328())
Silkie (Qwen-VL-Chat + DPO w/ VLFeedback) | 1539.6 (1) 397.1(") 3.02 () 499(1)  425()  374()

Lei Li, Zhihui Xie, Mukai Li, Shunian Chen, Peiyi Wang, Liang Chen, Yazheng Yang, Benyou Wang, Lingpeng Kong, Qi Liu. VLFeedback: A Large-Scale Al Feedback
Dataset for Large Vision-Language Models Alignment. https://arxiv.org/abs/2410.09421



DPO for Diffusion

“jed1 duck holding a lightsaber”

“A bird with 8 spider legs”

“Two-faced biomechanical cyborg...”

Diffusion Model Alignment Using Direct Preference Optimization, Wallace et. al.



DPO for Diffusion

L(0) < ~Ey ew et logo (—ATw(Ae) ( ||€” — ea(ay, t)|° — € — erer(ay’, )I|° —([l€' — ea(my, O)]|” — |l€' — erer(y, 1)]1%)))

N

"

reward of preferred image reward of dlbprcfcrrcd image

“Dlffuse along the preferred image chain and
away from the dispreferred image chain”

Diffusion Model Alignment Using Direct Preference Optimization, Wallace et. al.



DPO for Diffusion

;‘: Partiprompts: General Preference HPS: General Preference
o~
:r-: Partiprompts: Visual Appeal HPS: Visual Appeal
2 Partiprompts: Prompt Alignment ¥ HPS: Prompt Alignment
~
0 20 40 60 80 100 0 20 40 60 80 100
A smiling beautiful sorceress
A monk in an orange robe by a round wearing a high necked blue suit Concept art of a mythical sk S :
: { 8 X Y X B b R A f P A 3 yil > A galaxy-colored figurine is floating
window in a spaceship in dramatic surrounded by swirling rainbow alligator with wings, nature

S S ! over the sea at sunset, photorealistic
lighting aurora, hyper-realistic, cinematic, documentary

post-production

SDXL

DPO-SDXL

Diffusion Model Alignment Using Direct Preference Optimization, Wallace et. al.



DPO for Diffusion

HPS: General Preference

PartiPrompts (General Preference)

Base
Refiner

SDXI

DPO-SDXL

0 20 40 60 80 100 0 20 40 60 80 100

SDXL Base SDXL Base + Refiner DPO-SDXL
j | ' [ o

Diffusion Model Alignment Using Direct Preference Optimization, Wallace et. al.



DPO for Diffusion

Win %

Diffusion Model Alignment Using Direct Preference Optimization, Wallace et. al.



DPO and Control

Standard Two-Phase RLHF
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Reward Learning RL

Contrastive Preference Learning
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Regret-based Preferences Contrastive Learning
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Z L A'(staf)
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Contrastive Preference Learning: Learning from Human Feedback without RL, Hejna et. al.



DPO and Control

4 a4 4 4

d ‘

Bin Picking  Button Press Door Open  Drawer Open  Plate Slide Sweep Into
N 2 SFT 66.9 + 2.1 21.6+16 63.3+19 62.6 +24 41.6 +35 51.9 %21
s é P-IQL 70.6 + 4.1 16.2 +54 69.0 +6.2 711 223 49.6 £34 60.6 £ 3.6
. . CPL 80.0 + 25 24.5 +21 80.0 - 6.8 83.6 + 1.6 61.1 +3.0 70.4 £ 3.0
o 2 | SFT 74.7 +48 20.8 +24 62.9+23 64.5+76 44.5 +32 3235 +25
é” = P-IQL  83.7 +04 22.1+08 68.0 46 76.0 £ 46 512424 67.7 + 44
-

Mo CPL 80.0 £ 4.9 2715142 73.6 £ 6.9 80.3 +14 573 +59 68.3 ~438
” % SFT 67.0 +£49 214 +27 63.6 + 24 63.5 £09 419 +3.1 50.9 + 3.2
s & P-IQL 75.0 £33 195 +18 79.0 + 6.6 76.2 £238 S5.5+42 734 +£42
P2 CPL  832+35  298+18 779493  79.1+50  564+39  812+16
5 % SFT T1.3+18 223429 65.2 +23 67.5 £1.1 41.3 +£238 55.8 £29
?Eé’g- P-IQL  80.0 +23 27.2 +4.1 74.8 +5.38 80.3 +1.2 54.8 +58 72.5 £2.0
= :cgf CPL 78.5 +£3.1 31.3+16 70.2 +£2.1 79.5 +14 61.0 42 72.0 £ 1.8
= 8 10% 62.6 + 2.6 189 + 1.7 575 £39 B61.3 237 39.1 +25 49.3 +2.1
<

o % 64.6 + 4.1 18.2 +0.6 598 +1.6 61.3+18 38.6 +25 492 +19

Contrastive Preference Learning: Learning from Human Feedback without RL, Hejna et. al.

Behavior
Cloning



DPO and Control

4 4 4 4

d ‘

Bin Picking Button Press Door Open  Drawer Open  Plate Slide Sweep Into
N § SFT 66.9 + 2.1 216+ 1.6 63.3+19 62.6 +24 41.6 +35 519 +21
s é P-IQL 70.6 + 4.1 16.2 +54 69.0 +6.2 711 223 49.6 £34 60.6 £ 3.6
. . CPL 80.0 + 25 24.5 +21 80.0 - 6.8 83.6 + 1.6 61.1 £3.0 70.4 £ 3.0
o 2 SFT 747 +4.38 20.8 +2.4 629 +23 64.5+76 44.5+32 525425
?é? = P-IQL  83.7 04 22.1+08 68.0 46 76.0 £ 46 512424 67.7 + 44
-J‘ — — — — — —

Mo CPL 80.0 £ 4.9 2715142 73.6 £ 6.9 80.3 +14 573 +59 68.3 48
% % SFT 67.0 +£4.9 214 +27 63.6 +24 63.5 £09 41.9 +3.1 509 +3.2
s & | P-IQL 75.0 £33 195 +18 79.0 + 6.6 76.2 £238 S5.5+42 734 +£42
-tz 83.2 £ 35 20.8 = 1.8 779 +93 79.1 £ 5.0 56.4 - 3.9 81.2 - 1.6
5 % SFT T3 +18 223429 652 +22 67.5 £1.1 413 £238 55.8 £29
én & [ PIQL  80.0 =23 27.2 141 74.8 5.8 80.3 12 54.8 +538 72.5 ~ 2.0
=2 CIL 785 £3.1 31316 70.2 £2.1 795 +14 61.0 42 720138
= 8 10% 62.6 2.6 189 + 1.7 575 £39 B61.3 237 39.1 +25 49.3 +2.1
<

o % 64.6 + 4.1 18.2 +0.6 598 +1.6 61.3+18 38.6 +25 492 +19

Contrastive Preference Learning: Learning from Human Feedback without RL, Hejna et. al.

Offline RL



DPO and Control

-

Bin Picking Button Press Door Open  Drawer Open  Plate Slide =~ Sweep Into

SFT 66.9 +2.1 216 +16 633+19 62.6 +24 41.6 +35 51.9 +2.1
P-IQL 70.6 + 4.1 16.2 + 54 69.0 +6.2 1.1 223 49.6 + 3.4 60.6 +3.6
CPL 80.0 + 25 24.5 +2.1 80.0 +6.8 83.6 +1.6 61.1 +3.0 70.4 + 3.0

SFT 747 + 4.8 20.8 £ 24 629 +23 64.5+76 445 +32 525+25
P-IQL 83.7 + 0.4 22.1 +£0.8 68.0 +4.6 76.0 +4.6 512424 67.7 +44
CPL 80.0 +4.9 27.5 +4.2 73.6 + 6.9 80.3 +14 57.3 £59 68.3 +48

SFT 67.0+49 21.4 +£27 63.6 +24 63.5 +09 419 +3.1 509 +32 C P I—
P-IQL 75.0 £33 19.5 +1.8 79.0 + 6.6 76.2 +£238 855 +42 734 +42
CPL 83.2 +35 29.8 +1.8 779 £93 79.1 £5.0 56.4 + 3.9 81.2 + 1.6

SFT 71.5+19 223429 652 +22 67.5+1.1 413 +28 55.8 £29
P-IQL 80.0 +2.3 27.2 141 74.8 +58 80.3 +1.2 548 £58 72.5 +2.0
CPL 78.5 +£3.1 31.3+16 70.2 +£2.1 795 +14 61.0 4.2 72.0 1.8

10% 62.6 +26 189 +1.7 57.5 £3.0 61.5 +£37 39.1 +25 493 +2.1
5% 64.6 +4.1 18.2 + 06 59.8 £1.6 613 +18 38.6 +25 492 +19

State

Image

Image State
% BC |20k Sparse |20k Sparse 2.5k Dense |2.5k Dense

Oracle

Contrastive Preference Learning: Learning from Human Feedback without RL, Hejna et. al.



Other variants of RLHF
Remax



ReMax is Lightweight Alternative to PPO

>4 Hyper-parameters related
to the Value Model
Optimizer States of
the Value Model rewar Reward Model W—d
Value Model
Reference Model Reference Model J
= "oo oo wsig

o0 OO ‘.'

ReMax

PPO

upd}- /piﬁte

« ReMax does not need a value model as in PPO

Total page: 55

92



ReMax is Lightweight Alternative to PPO

« Simple Implementation: 8 lines of code

» Step 1. Response generation (random and greedy)
» Step 2: Reward-weighted likelihood maximization

Algorithm 2 ReMax for Aligning Large Language Models

Input: reward_model and language_model
1: for prompts in datasets do

2: seqs = language_model.generate(prompts, do_sample=True) iR

3: seqs_max = language_model.generate (prompts, do_sample=False) — Step 1
4: rews = reward_model (prompts, seqs) - reward_model (prompts, seqs_max)

5: log_probs = language_model (prompts, seqgs) B

6: loss = —(log_probs.sum(dim=-1) * rews).mean() — Step 2
7: lanugage_model .minimize(loss) -

8: end for

Output: language_model

« Easy tuning: 1 hyper-parmater (learning rate)

Total page: 55 93



Other variants of RLHF (in Deepseek)
GRPO



Reference

Model

[

Reward

Model

Value
Model

|

Trained
Models

GRPO Frozen
Reference A Models
Model 1 1
Policy Reward Ty Group . A,
q Model . Model — Computation S

Figure 4 | Demonstration of PPO and our GRPO. GRPO foregoes the value model, instead
estimating the baseline from group scores, significantly reducing training resources.

https://arxiv.org/pdf/2402.03300



Why GRPO?



Comparing with DeepSeek's GRPO

* GRPO is a variant of REINFORCE with baseline

[Shao, Zhihong, et al. "Deepseekmath: Pushing the limits of mathematical reasoning in open language models." arXiv preprint arXiv:2402.03300 (2024).]

ReMax GRPO
b= r(xaygreedy) b= %gr(x’yi)
ygreedy = argmyax:r(ylx) Yiseoos Yy ~ 7(y | %)
Methodology: reward of greedy policy Methodology: empirical mean of
as (deterministic) baseline rewards as (stochastic) baseline

\ >< (conjectured)

Theory guarantee of unbiased estimation and variance reduction

Source: https://curvy-check-498.notion.site/Process-Reinforcement-through-Implicit-Rewards-15f4fcb9c42180f1 b498cc9b2eaf8961‘97



Limitations of LLM/human Feedbacks



Limitations of RL + Reward Modeling

« Human preferences are unreliable!
- “Reward hacking” is a common
problem in RL

g . t q : SCORE LAFS T TURS ;
e behavior Hacking the reward function 9500 3 oos W or o> D@D T

(s, a) = —||B — Tql|?

(Reward is a form of “Minimize distance to goaf’)
https://openai.com/research/faulty-reward-functions



https://openai.com/research/faulty-reward-functions

Limitations of RL + Reward Modeling

« Human preferences are unreliable!

- “Reward hacking” is a common
problem in RL

> Chatbots are rewarded to produce
responses that seem authoritative
and helpful, regardless of truth

o This can result in making up facts +
hallucinations

R —,

A =R ERESRTSEENRER AR, BEEERE—eNIRsREEERE, 5
StipEsEH—ENERIE. SRR, "A=RIRE " EEEEN=E. IR, &
AR, LSS IR ESHEENERE, XESE RSP MEREZLN, O
PAE=HETCTEIERSE, # 2R TERERHFEET.

CSDN @PyBigSta

TECHNOLOGY

Google shares drop $100 billion after
its new Al chatbot makes a mistake

February 9,2023 - 10:15 AMET

https://www.npr.org/2023/02/09/1155650909/google-chatbot--error-bard-shares

Bing Al hallucinates the Super Bowl

Who won the superbowl?

./, Searching for: superbowl winner
«/ Generating answers for you...

The Super Bowl is the ual American football game that determines the champion of the National
Football League (NFL) Th most recent Super Bwlwa Sp r Bowl LVI, which was held on February

6 2023 ts FISt dl um in I gI WOO! d Calif ml Th e winnel flh tg me was lh Phil d Iphl

The g]ost recemrltn §yper Bowl was Super Bowl LV,

HAcANAAre WNN e

Eagnles who defeated the Kansas Clty Chiefs by 31-24

Learn more: 1. en.wikipedia.org 2. sportingnews.com 3. cbssports.com

https://news.ycombinator.com/item?id=34776508

https://apnews.com/article/kansas-city-chiefs-philadelphia-eagles-technology-science-82bc20f207e3e4cf81labc6abd9e6h23a



https://news.ycombinator.com/item?id=34776508

Limitations of RL + Reward Modeling

Reward model over-optimization

-
o

« Human preferences are unreliable!
- “Reward hacking” is a common
problem in RL
- Chatbots are rewarded to produce
responses that seem authoritative
and helpful, regardless of truth
> This can result in making up facts +

o o o
EaN (@) (o0}

Fraction preferred to ref
o
Mo

hallucinations 5 %%
« Models of human preferences are KL from supervised baseline
even more unreliable! R(s) = RM,y(s) — B log (5;8)

Stiennon, Nisan, et al. "Learning to summarize with human feedback." Advances in Neural Information Processing Systems 33 (2020): 3008-3021.



Limitations of RL + Reward Modeling

o Human preferences are unreliable!
o “Reward hacking” is a common

problem in RL Percy Liang
o Chatbots are rewarded to produce ; @percyliang
responses that seem authoritative and
helpful, regardless of truth RL from human feedback seems to be the main tool

for alignment. Given reward hacking and the
falliability of humans, this strategy seems bound to
produce agents that merely appear to be aligned,

o This can result in making up facts +
hallucinations

o Models of human preferences are but are bad/wrong in subtle, inconspicuous ways. Is
even more unreliable! anyone else worried about this?
o There is areal concern of Al 10:55 PM - Dec 6, 2022

mis(alignment)!

https://twitter.com/percyliang/status/1600383429463355392



Biases of human feedback

HUMANS OR LLILMS AS THE JUDGE?
A STUDY ON JUDGEMENT BIASES

Guiming Hardy Chen', Shunian Chen', Ziche Liu, Feng Jiang, Benyou Wang*
The Chinese University of Hong Kong, Shenzhen

Shenzhen Research Insititue of Big Data

wangbenyou@cuhk.edu.cn

A work to systematically investigate biases during feed from our team



Biases of human feedback

Intervention
Question and Answer Generation [ AY (Factual Error) }
@ 0 The square root of 36 is 7. This is because 7 multiplied by 7 equals
36. The square root of a number is a value that, when multiplied by
What is the square root of 36? itself, gives the original number.
@ AY (Reference)
Ay A, The square root of 36 is 6. This is because 6 multiplied by 6 equals
The square root of 36 is 6. This The square root of 36 is 6. This 36. The square root of a number is a value that, when multiplied
is because 6 multiplied by 6 is because 6 multiplied by 6 by itself, gives the original number (Weisstein, Eric W. "Square
equals 36. In other words, 6 is equals 36. The square root of a Root." From MathWorld--A Wolfram Web Resource.
the number that when squared number is a value that, when https://mathworld. wolfram.com/SquareRoot.html).
(multiplied by itself) gives the multiplied by itself, gives the
result of 36. original number. AY (Rich Content)

The square root of 36 is 6. . This is because (6] multiplied by
(¢] equals 36. The square root of a number is a value that, when
multiplied by itself, gives the original number. [

A work to systematically investigate biases during feed from our
team



Difference between Supervised finetuning vs.
RLHF



SFT memorizes and RL generalizes

100 -

(00}
o

~

In-Distribution

Success Rate (%)
(o)}
o

40 1 Out-of-Distribution
@ SFT ®RL
20 - N
0.0 0.5 1.0 15 2.0 2.5
Training Computation (GFLOPs) 1e9

Visual navigation environment V-IRL

SFT Memorizes, RL Generalizes: A Comparative Study of Foundation Model Post-training . https://arxiv.org/pdf/2501.17161



Comparision

e Complexity: SFT<RLHF
. Stability: RLHF<SFT
« Dependency on human prior:
o SFT (step-wised guidance)
o Learn from human preference (outcome preference)
o Deepseek R1 Zero : Learn from rule-based rewards (outcome corrects)




Learning to Reason with LLMs: OpenAl ol



OpenAl 01: Anew LLM trained with RL for complex
reasoning

(Reinforcement learning!)

Our large-scale reinforcement learning algorithm teaches

the model how to think productively using its chain of
Note: OpenAl are thought in a highly data-efficient training process. We
keeping more details have found that the performance of ol consistently
secret about 01 training : . : . S
(including data, training Improves with more relnfgrcement qurnl_ng (traln-t_lme
parameters, strateqy, compute) and with more time spent thinking (test-time
model size) compute). The constraints on scaling this approach differ

substantially from those of LLM pretraining, and we are

continuing to investigate them.

https://openai.com/index/learning-to-reason-with-lIms/



OpenAl 01: Anew LLM trained with RL for complex

reasoning

Competition Math
(AIME 2024)

100 - 100 -

83.3

accuracy
percentile

gptdo ol ol
preview

60 -

40

20 4

Competition Code

1.0

gptdo

(Codeforces)

ol
preview

89.0

ol

PhD-Level Science Questions

(GPQA Diamond)
100 ~
78.3 78.0
80 A
69.7
> 60 56.1
g
3
8
@ 40 -
20 A
0 .
gptdo ol ol expert
preview human

01 greatly improves over GPT-40 on challenging reasoning benchmarks. Solid bars show
pass@1 accuracy and the shaded region shows the performance of majority vote (consensus)

with 64 samples.

https://openai.com/index/learning-to-reason-with-lIms/



OpenAl 01: Anew LLM trained with RL for complex

reasoning

GPT-40
. User
oyfjdnisdr rtqwainr acxz mynzbhhx ->
Think step by step
Use the example above to decode:
oyekaijzdf aaptcg suaokybhai ouow aght
mynznvaatzacdfoulxxz
&

Let's break this down step by step based on
the example:

1. Example given:
= Input: oyfjdnisdr rtqwainr acxz mynzbhhx
+ Output: Think step by step

By examining the words:
= The pattern involves selecting specific letters

OpenAl o1-preview /

. User

oyfjdnisdr rtqwainr acxz mynzbhhx ->
Think step by step

Use the example above to decode:

oyekaijzdf aaptcg suaokybhai ouow aght
mynznvaatzacdfoulxxz

Hide chain of thought »~

First, what is going on here?
We are given:
First, an example:

"oyfjdnisdr rtqwainr acxz mynzbhhx -> Think step by step"

GPT-40

SUULLUIE a3 LIIE TAGINIPIC. IL3TTIIS KNG LHE
input text could be broken into groups based
on natural separations or patterns.

A possible division could be:

oyekaijzdf

aaptcg

suaokybhai

= ouow

aght

mynznvaatzacdfoulxxz

However, to make a meaningful decoding, |
would need more context about the
transformations or letter shifting that might be
involved.

Could you provide any additional decoding
rules or transformations used in this cipher?

https://openai.com/index/learning-to-reason-with-llms/

After a lot of attempts through complex and long reasoning,
01 successfully obtained the decoding answer

OpenAl ol-preview

v.1z > (20426)/2=23>W

viac=(1+3)/2=2-B
viLdf->(446)/2=52E
viii.ou= (15+21)/2=18 »R

x> (12+24)/2=18 2R

% X2 > (24+26)/2=25>Y

. Decoded word: STRAWBERRY

Final Decoded Message:

PlainText )

THERE ARE THREE R'S IN STRAWBERRY

Answer:
THERE ARE THREE R'S IN STRAWBERRY



RL from Rule-based rewards



o Deepseek R1 Zero
« Alphago Zero



Practice From HuatuoGPT



RL with Mixed Feedback (RLMF)

Question

® 6

Ground Truth

7 A Y
A Y

Question

Here is a conversation history:

[History]

${History}

[End of History]

Here is the final question and the standard answer:
[Question]

${Query}

[End of question]

[Standard answer]

[End of standard answer]

Based on the conversation history, user question, and
standard answer, please rate the following two Al responses
on a scale of 1 to 10,considering accuracy, conciseness, and
similarity to the standard answer.

Please provide the ratings in the following format: "Rating A:
[score];Rating B: [score]”.

[Assistant A]

${Response_A}

[End of Assistant A]

[Assistant B]

${Response_B}

[End of Assistant B]



Reinforcement learning history

v reward 1

1

0.8

0.6

0.4

0.2

reward/mean
= ppo_bloom/baichuan_huatuo_230K/7gpus:main

Step

0 5k 10k 15k

runs.summary["samples"]

v

195

131

22

275

458

454

43

prompt

— AP AEET AR E HuatuoGPT Z B 893
iE, MFAFPMNETTS2, HuatuoGPTH &R
89, HEE. BEAESRIL. HFAFNIEST
B HuatunGPTLAHEZSA (2iMsh H2 o
—{IAPMBYREET AR HuatuoGPT Z 8] #93d
iE. MFAPKMNETTEN2, HuatuoGPTL HEH
8. i, RENESEN. STRFNESE
B0 HuatuaGPTLAMEZFAD  ¥imah F2l 1eahiol
—(IAPHBEET AE R HuatuoGPT Z B 893
E. MFHPETT2, HuatuoGPTLH W
£, ¥4ERY. RENEBSEIN. ¥ THRFNIESE
B0 HuatunGPTLAMNEZRN (¥imMh F2 enhm
— (AP 8 EET AR A HuatuoGPT Z B89
&, WFRAPETONZ2, HuatuoGPTL
89, HEY., BENESERI. HTAFPNESD
B HuatunGPTLAHEZSN 1¥msh 52 ool
— (AP EEET AR E HuatuoGPT Z [B]893
iE. WFAPNETEN2, HuatuoGPTLAHIER
8. FES. REAESRIN. MTFRAFMNIESE
B0 HuatunnPTLAHEZSAN (2iMsh H2 e
— (AP MNBEET AEE HuatuoGPT Z [B]#953Y
iE. MFAPNETIEZ, HuatuoGPTL R
89, iR, RENESEIN. STRFNES0)
B0 HuatunGPTLEHEZRMN  ¥imeh F2 8aho
—{IAPHMBEET AEEHuatuoGPT Z 8893
&, WFRAFPNEEZ, HuatuoGPTLAH
£, Y, RENESEIN. W THFPNIESD)
80 HuatunGPTLAMEIEMN  (¥imdh B2 feshm

Fn

output

103F, RIFEOHA, ZFoIREER RERILLH
BHIERER, XHFRaTERR T HETRS
EHBIHINEEZELFRL.

g'?. RIFEMNEE, BRAOBHEBIEEHRERE
NFEY, MEBBRELTNEEEAERNN

reward J

10.482

10.109

R, BR-MEERLOFERL, BESILH
Ful

String preview Qi &3

33, RI\ENER, ZRPTRREERARECLENET, MEBBRERTRECELHESR
IR, XE-MLERELOFERL, FESIEEMN.

BT HREMZMIBMBNNZAEBER. BAEBOSMEET MEDNHEEHSUAR—
EEMAROPRE, MASHEEAASINRSES. XEBYFIDUEMNKE, F0HS
EARE, MIMHAZIZNEBEFNBEMN. b, tha]LAERF RN M AEEH MK S & M
ETEAFR., REIBNE, XSMER OB EIERANESIZH S MENS MmASE.
BT, RWUYERMAERDRLEN,

MRz, AREEMHHTEINERS, DUERNEANHMEECSEIFRR. MREM~ELH
BAEIRE, PIRESHADEEALERDG, RRREOVHRISEERE. Ak, —BlRiZh
CKD2HARAE, MBEEZIEMMBNEENLGT I, ERFRERMRE,

FEBNOLEEBAEHTE, WRETERMOAREREE FHORE, HHETEHRL.
MEHBRIRAfRR!



Practice From AceGPT
the Best Arabic LLM



Automatic evaluation Human Evaluation (vs. Turbo)
Comparison Arabic Vicuna-80 Arabic AlpacaEval ACVA |win  tie loss  win or tie
AceGPT-7B-chat (w/o RLAIF) (92.01% £1.3% 91.35% £0.08% 42.48% |27.5% 29.2% 43.3% 56.7%
AceGPT-7B-chat 94.82% £ 0.2% 93.81% £ 0.1% 69.60% |27.5% 32.9% 39.6% 60.4%
AceGPT-13B-chat (w/o RLAIF)|95.14% + 1.0% 93.05% £ 0.2% 74.18% |19.6% 37.5% 42.9% 57.1%
AceGPT-13B-chat 100.88% + 0.4% 97.95% + 0.1% 74.70% |16.3% 57.1% 26.7% 73.3%

Huang Huang, Fei Yu, Jianging Zhu, Xuening Sun, Hao Cheng, Dingjie Song, Zhihong Chen, Abdulmohsen Alharthi, Bang An, Ziche Liu, Zhiyi Zhang, Junying Chen, Jianquan Li, Benyou
Wang, Lian Zhang, Ruoyu Sun, Xiang Wan, Haizhou Li, Jinchao Xu. AceGPT, Localizing Large Language Models in Arabic. https://arxiv.org/pdf/2309.12053.pdf
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