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Before Today’s lecture

NEW YORK, March 5, 2025 /PRNewswire/ -- ACM, the 
Association for Computing Machinery, today named Andrew G. 
Barto and Richard S. Sutton as the recipients of the 2024 ACM 
A.M. as they are Recognized as Pioneers of Reinforcement 
Learning 



Before Today’s lecture

Qwen QwQ is released!

We began with a cold-start checkpoint and implemented a reinforcement learning (RL) scaling approach driven by outcome-
based rewards. In the initial stage, we scale RL specifically for math and coding tasks. Rather than relying on traditional reward 
models, we utilized an accuracy verifier for math problems to ensure the correctness of final solutions and a code execution 
server to assess whether the generated codes successfully pass predefined test cases.



To recap…
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Tokenization



Pretraining for three types of architectures

The neural architecture influences the type of pretraining, and natural use 

cases.



Instruction Finetuning Hypothesis

● Superficial Alignment Hypothesis:

task recognition (mostly knowledge agnostic, e.g., abstract extraction)

● Knowledge Injection Hypothesis:

task learning (mostly knowledge intensive, e.g., question-answering)

● Flan Hypothesis:

task generalization

Zhou, Chunting, et al. "Lima: Less is more for alignment." arXiv preprint arXiv:2305.11206 (2023).

Wei, Jason, et al. "Finetuned language models are zero-shot learners." arXiv preprint arXiv:2109.01652 (2021).



Stages of  LLM training

LLM training

a. LLM Pretraining (including Word Tokenization)

b. Instruction Finetuning

c. Reinforcement Learning from Human Feedback



Outline

1. Introduction to RLHF

2. An early example in Summarization

3. PPO (in ChatGPT)

4. RLHF variants: DPO/Remax/GRPO

5. Limitations

6. Others



Stage 3: RLHF

Learning to summarize from human feedback. https://arxiv.org/pdf/2009.01325
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Motivation: Alignment

The three H’s of Model Desiderata

● Helpful:
○ The AI should help the user solve their task (e.g. answer their 

questions)

● Honest:
○ The AI should give accurate information

○ The AI should express uncertainty when the model doesn’t 
know the answer, instead of hallucinating a wrong answer

● Harmless:
○ The AI should not cause physical, psychological, or social harm 

to people or the environment



Benefit of RLHF

Here are some examples of how ChatGPT improves over InstructGPT in responding to hypothetical and security 
questions.



Reinforcement Learning from Human Feedback

(RLHF)
An early example in Summarization (before LLMs) 



Optimizing for human preferences

● for example, in summarization task given each LM sample s, 

● we have a human reward of the summary: R(s), higher is better.

● Now we want to maximize the expected reward of samples from our LM.

a good response a bad responseA text need to be summerzied 



How do we model human preferences?

Problem 1: human-in-the-loop is expensive!

Solution: instead of directly asking humans for preferences, model their 

preferences as a separate (NLP) problem! [Knox and Stone, 2009]

Train an RM to predict 

human preferences 

from an annotated 

dataset.

https://dl.acm.org/doi/abs/10.1145/1597735.1597738


Reinforcement learning to the rescue
● The field of reinforcement learning (RL) has 

studied these (and related) problems for many years 

now [Williams, 1992; Sutton and Barto, 1998] 

● Circa 2013: resurgence of interest in RL applied to 

deep learning, game-playing [Mnih et al., 2013] 

● But the interest in applying RL to modern LMs is an 

even newer phenomenon [Ziegler et al., 2019; 

Stiennon et al., 2020; Ouyang et al., 2022]. Why? 
○ RL w/ LMs has commonly been viewed as very hard to 

get right (still is!) 
○ Newer advances in RL algorithms that work for large 

neural models, including language models (e.g. PPO; 
[Schulman et al., 2017])

https://link.springer.com/article/10.1007/BF00992696
https://login.cs.utexas.edu/sites/default/files/legacy_files/research/documents/1%20intro%20up%20to%20RL:TD.pdf
https://arxiv.org/abs/1312.5602
https://arxiv.org/abs/1909.08593
https://proceedings.neurips.cc/paper/2020/hash/1f89885d556929e98d3ef9b86448f951-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2022/hash/b1efde53be364a73914f58805a001731-Abstract-Conference.html
https://arxiv.org/abs/1707.06347


How do we model human preferences?

Problem 2: human judgments are noisy and miscalibrated!

Solution: instead of asking for direct ratings, ask for pairwise comparisons, which 
can be more reliable [Clark et al., 2018]

https://dl.acm.org/doi/abs/10.1145/3171221.3171289


An overall picture of RLHF

Learning to summarize from human feedback. https://arxiv.org/pdf/2009.01325



RLHF provides gains over pretraining + finetuning

Stiennon, Nisan, et al. "Learning to summarize with human feedback." Advances in Neural Information Processing Systems 33 

(2020): 3008-3021.



A solution: UltraFeedback

Cui, G., Yuan, L., Ding, N., Yao, G., Zhu, W., Ni, Y., Xie, G., Liu, Z. and Sun, M., 2023. UltraFeedback: Boosting Language Models with High-quality 

Feedback. arXiv preprint arXiv:2310.01377.



RLHF in ChatGPT

PPO
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Training language models to follow instructions with human feedback, Ouyang et. al. 2022
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RLHF: Learning a reward model from human feedback

Feedback comes as preferences over model samples:

Bradley-Terry Model connects rewards to preferences:

Prompt Dispreferredresponse  

Preferred response

Reward assigned to preferred and dispreferred responses

Train the reward model by minimizing negative log likelihood:



Make sure your reward model works first!

Evaluate RM on predicting outcome of held-out human judgements

Large enough RM 

trained on enough data 

approaching single 

human perf

Stiennon, Nisan, et al. "Learning to summarize with human feedback." Advances in Neural Information Processing Systems 33 

(2020): 3008-3021.



RLHF: Reinforcement Learning From Human Feedback

Training language models to follow instructions with human feedback, Ouyang et. al. 2022
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Training language models to follow instructions with human feedback, Ouyang et. al. 2022
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RLHF: Learning a policy that optimizes the reward

Now we have a reward model that represents* goodness according to humans

Now, learn a policy achieving high reward while staying close to original model

Sample from policy Want high reward… …but keep KL to original model small!



Secrets of RLHF in Large Language Models Part I: PPO, Zheng et.al. 2023

RLHF: Learning a policy that optimizes the reward

Models needed to updated : policy models and value models;
Static models: reference models and reward models

https://yugeten.github.io/posts/2025/01/ppogrpo/



Other variants of RLHF
DPO



Directly learn from Preference 

There are no reward models any more. 



Direct Preference Optimization
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Direct Preference Optimization

with

any reward function

RLHF Objective
(get high reward, stay close

to reference model)

Closed-form  
Optimal Policy

(write optimal policy as  
function of reward function;  

from prior work)

Ratio is positive if policy likes response
more than reference model, negative if
policy likes response less than ref. model

Rearrange
(write any reward function as  

function of optimal policy)

Note intractable sum over possible  
responses; can’t immediately use this
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Direct Preference Optimization: Putting it together

A transformation  
between reward 
functions and policies

=
A loss function  
on policies

When substituting, the log Z term cancels, because the loss only cares about difference in rewards

Reward of
preferred
response

Reward of  
dispreferred  
response

Derived from the Bradley-Terry model of human preferences:

A loss function on
reward functions

+



Direct Preference Optimization: Putting it together

Reward of preferred response Reward of dispreferred response

Derived from the Bradley-Terry model of human preferences:

A loss function on
reward functions

+
A transformation
between reward 
functions and policies



Reference data: a example

Human: What are pros and 

cons of electrical cars?

Assistant: Pro-electrical cars: 

1) They charge using renewable 

energy 2) They are 

environmentally friendly, and 

require less energy than 

gasoline cars 3) They can use 

renewable energy sources like 

wind, and solar 4) They are 

quieter 5) They are more 

efficient 6) They are less 

polluting Con-electrical cars: 1) 

They have a limited range (if 

they need charging) 2) They are 

expensive, because they require 

batteries 3) They are a bit 

heavier than gasoline cars, due 

to the batteries

Assistant: The pros are they 

reduce pollution, and some also 

feel they’re more fun to drive 

than gas-powered cars. The cons 

are that the batteries require 

electricity, which is a limited 

resource, and the cars are more 

expensive.

https://huggingface.co/datasets/yitingxie/rlhf-reward-datasets/viewer/default/train?row=31

Question Chosen Rejected



Models Trained With DPO



Large-Scale DPO Training



Large-Scale DPO Training

Mistral



Large-Scale DPO Training

Mistral LLaMa3



DPO for Aligning Modalities in VLMs

Aligning Modalities in Vision Large Language Models via Preference Fine-tuning, Zhou et. al.
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DPO for Aligning Modalities in VLMs

Aligning Modalities in Vision Large Language Models via Preference Fine-tuning, Zhou et. al.



VLFeedback

Lei Li, Zhihui Xie, Mukai Li, Shunian Chen, Peiyi Wang, Liang Chen, Yazheng Yang, Benyou Wang, Lingpeng Kong, Qi Liu. VLFeedback: A Large-Scale AI Feedback 
Dataset for Large Vision-Language Models Alignment. https://arxiv.org/abs/2410.09421



Lei Li, Zhihui Xie, Mukai Li, Shunian Chen, Peiyi Wang, Liang Chen, Yazheng Yang, Benyou Wang, Lingpeng Kong, Qi Liu. VLFeedback: A Large-Scale AI Feedback 
Dataset for Large Vision-Language Models Alignment. https://arxiv.org/abs/2410.09421



DPO for Diffusion

Diffusion Model Alignment Using Direct Preference Optimization, Wallace et. al.



DPO for Diffusion

“DIffuse along the preferred image chain and  
away from the dispreferred image chain”

Diffusion Model Alignment Using Direct Preference Optimization, Wallace et. al.
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DPO for Diffusion

Diffusion Model Alignment Using Direct Preference Optimization, Wallace et. al.



DPO and Control

Contrastive Preference Learning: Learning from Human Feedback without RL, Hejna et. al.



DPO and Control

Behavior  
Cloning

Contrastive Preference Learning: Learning from Human Feedback without RL, Hejna et. al.



DPO and Control

Offline RL

Contrastive Preference Learning: Learning from Human Feedback without RL, Hejna et. al.



DPO and Control

CPL

Contrastive Preference Learning: Learning from Human Feedback without RL, Hejna et. al.



Other variants of RLHF
Remax



Total page: 55 92

ReMax is Lightweight Alternative to PPO

• ReMax does not need a value model as in PPO



ReMax is Lightweight Alternative to PPO

Total page: 55 93

• Easy tuning: 1 hyper-parmater (learning rate)

• Simple Implementation:  8 lines of code

➢ Step 1: Response generation (random and greedy)
➢ Step 2: Reward-weighted likelihood maximization

Step 1

Step 2



Other variants of RLHF (in Deepseek)
GRPO



GRPO

https://arxiv.org/pdf/2402.03300



Why GRPO?



Comparing with DeepSeek’s GRPO

97

• GRPO is a variant of REINFORCE with baseline
[Shao, Zhihong, et al. "Deepseekmath: Pushing the limits of mathematical reasoning in open language models." arXiv preprint arXiv:2402.03300 (2024).]

ReMax GRPO

Theory guarantee of unbiased estimation and variance reduction

Source: https://curvy-check-498.notion.site/Process-Reinforcement-through-Implicit-Rewards-15f4fcb9c42180f1b498cc9b2eaf896f

Methodology: reward of greedy policy 
as (deterministic) baseline

Methodology: empirical mean of 
rewards as (stochastic) baseline

(conjectured)



Limitations  of LLM/human Feedbacks



Limitations of RL + Reward Modeling

● Human preferences are unreliable!

○ “Reward hacking” is a common 

problem in RL

https://openai.com/research/faulty-reward-functions

https://openai.com/research/faulty-reward-functions


Limitations of RL + Reward Modeling

● Human preferences are unreliable!

○ “Reward hacking” is a common 

problem in RL

○ Chatbots are rewarded to produce 

responses that seem authoritative 

and helpful, regardless of truth

○ This can result in making up facts + 

hallucinations

https://news.ycombinator.com/item?id=34776508

https://apnews.com/article/kansas-city-chiefs-philadelphia-eagles-technology-science-82bc20f207e3e4cf81abc6a5d9e6b23a

https://news.ycombinator.com/item?id=34776508


Limitations of RL + Reward Modeling

● Human preferences are unreliable!
○ “Reward hacking” is a common 

problem in RL

○ Chatbots are rewarded to produce 

responses that seem authoritative 

and helpful, regardless of truth

○ This can result in making up facts + 

hallucinations

● Models of human preferences are 

even more unreliable!

Stiennon, Nisan, et al. "Learning to summarize with human feedback." Advances in Neural Information Processing Systems 33 (2020): 3008-3021.



Limitations of RL + Reward Modeling

● Human preferences are unreliable!
○ “Reward hacking” is a common 

problem in RL

○ Chatbots are rewarded to produce 
responses that seem authoritative and 

helpful, regardless of truth
○ This can result in making up facts + 

hallucinations

● Models of human preferences are 

even more unreliable!

● There is a real concern of AI 

mis(alignment)!

https://twitter.com/percyliang/status/1600383429463355392



Biases of human feedback

A work to systematically investigate biases during feed from our team



Biases of human feedback

A work to systematically investigate biases during feed from our 
team



Difference between Supervised finetuning vs. 

RLHF



SFT memorizes and RL generalizes 

Visual navigation environment V-IRL

SFT Memorizes, RL Generalizes: A Comparative Study of Foundation Model Post-training . https://arxiv.org/pdf/2501.17161



Comparision

● Complexity： SFT<RLHF

● Stability: RLHF<SFT

● Dependency on human prior: 
○ SFT (step-wised guidance)

○ Learn from human preference (outcome preference)

○ Deepseek R1 Zero : Learn from rule-based rewards (outcome corrects) 



Learning to Reason with LLMs: OpenAI o1



OpenAI o1: A new LLM trained with RL for complex 

reasoning

Note: OpenAI are 

keeping more details 

secret about o1 training 

(including data, training 

parameters, strategy, 

model size)

https://openai.com/index/learning-to-reason-with-llms/

(Reinforcement learning!)

Our large-scale reinforcement learning algorithm teaches 

the model how to think productively using its chain of 

thought in a highly data-efficient training process. We 

have found that the performance of o1 consistently 

improves with more reinforcement learning (train-time 

compute) and with more time spent thinking (test-time 

compute). The constraints on scaling this approach differ 

substantially from those of LLM pretraining, and we are 

continuing to investigate them.



OpenAI o1: A new LLM trained with RL for complex 

reasoning

https://openai.com/index/learning-to-reason-with-llms/

o1 greatly improves over GPT-4o on challenging reasoning benchmarks. Solid bars show 

pass@1 accuracy and the shaded region shows the performance of majority vote (consensus) 

with 64 samples.



OpenAI o1: A new LLM trained with RL for complex 

reasoning

https://openai.com/index/learning-to-reason-with-llms/

After a lot of attempts through complex and long reasoning, 

o1 successfully obtained the decoding answer



RL from Rule-based rewards



● Deepseek R1 Zero

● Alphago Zero



Practice From HuatuoGPT



RL with Mixed Feedback (RLMF)



Reinforcement learning history



Practice From AceGPT

the Best Arabic LLM



Huang Huang, Fei Yu, Jianqing Zhu, Xuening Sun, Hao Cheng, Dingjie Song, Zhihong Chen, Abdulmohsen Alharthi, Bang An, Ziche Liu, Zhiyi Zhang, Junying Chen, Jianquan Li, Benyou 

Wang, Lian Zhang, Ruoyu Sun, Xiang Wan, Haizhou Li, Jinchao Xu. AceGPT, Localizing Large Language Models in Arabic.  https://arxiv.org/pdf/2309.12053.pdf
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